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In this paper, we propose a video searching system that utilizes face recognition as searching indexing feature. As the 

applications of video cameras have great increase in recent years, face recognition makes a perfect fit for searching 

targeted individuals within the vast amount of video data. However, the performance of such searching depends on the 

quality of face images recorded in the video signals. Since the surveillance video cameras record videos without fixed 

postures for the object, face occlusion is very common in everyday video. The proposed system builds a model for oc-

cluded faces using fuzzy principal component analysis (FPCA), and reconstructs the human faces with the available 

information. Experimental results show that the system has very high efficiency in processing the real life videos, and 

it is very robust to various kinds of face occlusions. Hence it can relieve people reviewers from the front of the moni-

tors and greatly enhances the efficiency as well. The proposed system has been installed and applied in various envi-

ronments and has already demonstrated its power by helping solving real cases. 
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Theoretical advances and technical progress have helped 
to boost the development of biometrics in recent years[1-4]. 
Biometric technologies exploit the biological character-
istics of humans, such as face, fingerprint, iris, vein, and 
gait to recognize identities. A lot of research work has 
been done to enable computers to understand and extract 
these biological characteristics.  

Biometric technologies are applied mainly for two 
purposes, identity verification and searching for targeted 
persons within database. The former has been found 
useful in passage and access control, attendance check-
ing, and payment authorization, while the latter is now 
exploited for processing a large amount of data, typically 
video files, where manual checking is far too exhausting, 
slow, very inefficient and inaccurate. With the wide ap-
plication of monitoring video cameras, or close circuit 
TV (CCTV) systems, the video signals increase expo-
nentially, which provides more and more application 
scenarios for biometrics as a searching algorithm.  

In this paper, we propose a system that exploits bio-
metric techniques to process massive video files. In any 
case, the recorded video signals need to be checked 
through for any specific individual person or event, and 
the proposed system could automatically carry out the 
whole process. Especially, the system can effectively 
process the occluded face images, hence demonstrates 

very high accuracy.  
The wide application of video cameras means a huge 

amount of video data are produced everyday. Close cir-
cuit TV (CCTV) systems have shown their fastest 
growth in the past two decades, and the number is still 
growing exponentially. Such a surveillance system mon-
itors a fixed area and tries to maintain a seamless record 
of video coverage of that area. The usage of such sys-
tems provides a big resource for event and individual 
person tracking. They have found many useful cases in 
practice, especially they provided countless examples to 
help police to solve crime cases.  

Automatic algorithms have to be adopted in order to 
make efficient use of the video data. Most of the systems 
are designed to record the video signals while few have 
considered how to process these recorded data. One of 
the most concerning challenges they face is the lack of 
efficient searching mechanisms. In practice, it is still 
mostly up to manpower to perform any individual person 
retrieving job. This not only means the video reviewers 
have to sit before the monitors for very long hours, but 
also means unreliable and inaccurate results. Biomet-
ric-based algorithms enable the computers to understand 
the person or event characteristics, so the video files can 
be processed by software instead of humans.  

The face recognition algorithms provide a tireless and
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uniform searching job, but the performance suffers from 
poor face image quality. In many cases, the collected 
face images are not standard front face images[4,5], and it 
is common that a collected face image is partly occluded 
by glasses, light beard, or simply distorted by lighting 
effects. So the image quality would heavily degrade the 
system’s accuracy of face recognition[3-8]. Therefore, an 
ideal system should offer a face recognition algorithm 
that is robust to such facial image distortions, in order 
that efficient searching through surveillance videos for a 
specific person can be achieved.  

In content retrieval among a huge amount of videos, 
only automatic and intelligent techniques are feasible 
solution[9,10]. The proposed system exploits deep learning 
algorithm to perform partial face modeling in the process 
and substantially improves the accuracy of face recogni-
tion with occluded face images. 

The system consists of a series of layers. The lowest 
layer takes in the video or image signals, the layers in the 
middle level perform the face recognition function, and 
the highest application layer serves as an interface to 
support the actual security checking or individual 
searching job.  

Here “face detection” refers to the process of judging 
whether there are human faces in an image. Face detec-
tion is the basic stage of face recognition. If there are 
faces been detected, they would be then extracted for 
further processing. The proposed system integrates a set 
of face features obtained from a large number of partial 
occluded face images using deep learning methods. It 
can process the incomplete faces and thus improve the 
performance under complex scenarios. 

Contours and skin tones are important characteristics 
of a face. They are generally stable and enable a face to 
stand out of most background objects, hence, they can be 
used as good candidates for fast face detection in color 
images. The essential procedure of the feature detection 
method is developing the skin color model, and using it 
to detect the pixels of skin color, then locating the possi-
ble face area according to the similarity and correlation 
in spatial and chromatic domains. 

The extracted possible face areas are then fed into the 
face model developed through machine learning method 
for further checking, before the ultimate judgment is 
made. In the process of building the database, we have 
included a large number of partial occluded face samples, 
and the output model works effectively on such faces.  

Some face detection results with common occlusions 
are shown in Fig.1. 

Once the face detection is finished, the picture must go 
through some pre-processing stage. This stage performs 
size and gray scale normalization, head posture correc-
tion, and image segmentation, etc.  

Face alignment has two parts, geometric normalization 
and gray scale color normalization. Geometric normali-
zation involves two steps: face correction and face crop-
ping. The gray scale normalization is mainly to increase 

the contrast of the image and illumination compensation. 
It aims at increasing the brightness of the image, so that 
the details of the image are clearer, and the impact of 
light effects is reduced. 

 

 
Fig.1 Detection of occluded faces 

 
Some resultant images of face alignment are shown 

below in Fig.2. It is clear that they are now of uniform 
size and presentation, and the eyes, nose and mouth are 
at similar positions of the picture, which makes it easier 
to extract features from the faces.  

 

  
Fig.2 The resultant face images after alignment 

 
Partial occlusion of the face often results in loss of 

important information of the face, thus affecting the face 
recognition accuracy. The proposed system uses a fuzzy 
principal component analysis (FPCA) to carry out a sep-
arate modeling of occluded faces[11,12].  

The process is as follows: first, an occluded face is 
projected onto the eigenface space and a reconstructed 
face is then obtained by a linear combination of eigen-
faces. The difference between the reconstructed face 
image and the original image is calculated, and then 
passes through weighted filter to calculate a probability 
value of the face part being occluded. This value is then 
used as a coefficient to combine the original image and 
reconstructed image to form a new face image. In the 
subsequent iterations, this coefficient is used in the 
FPCA for reconstruction, and the cumulative error is 
used for occlusion detection. This approach can accu-
rately locate the face occlusion area, and get a smooth 
and natural reconstruction of the face image. 

Some partially occluded faces and the corresponding 
reconstructed face images are shown below in Fig.3. 

These reconstructed images are very close to the orig-
inal ones, hence it can be expected that features extracted 
from these images would be close to those obtained from 
the original ones.
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Fig.3 Reconstruction of occluded face images 
 
Feature extraction is the process that tries to find the 

clear, stable and effective face information with the 
presence of interference and noise in the image. The 
proposed software uses an elastic graph matching meth-
od, which is based on dynamic link architecture 
(DLA)[13,14]. This method creates a property map for the 
face in a two-dimensional space, and places a topology 
map over the human face. Each node of the map contains 
an eigenvector, which records the distribution informa-
tion of the face near the node[15,16]. The topological con-
nections between nodes are denoted with geometric dis-
tance, thus forming a two-dimensional topology descrip-
tion of the face. 

When performing the face recognition with this sys-
tem, we can simultaneously consider both node eigen-
vector matching and relative geometric position match-
ing. The method is robust to illumination and posture 
changes. The main drawback of this method is the high 
computational complexity, since calculating the model 
map must be performed over every individual face image, 
which takes up a lot of memory. 

In the experiments over databases, the method shows a 
decent performance, and it adapts well to face posture 
and facial expression changes. 

Face recognition software works with all the above 
sub-modules combined. Fig.4 shows a case of bearded 
face recognition, which is a typical case in practice. The 
individual is wearing a quite long beard and the system 
still accurately picks him out, and highlights the face 
with a square, as shown below.  

Thanks to the earlier stages of the system, which has 
already reconstructed a smooth and natural face image, 
removed the negative effect of occlusion and other image 
degradation, the system recognition accuracy can be still 
maintained, making the system robust to such interfer-
ences.  

 

Fig.4 Detection of beard face 
 
The proposed system is implemented and installed at 

various venues and public passages for testing. Volun-
teers have been walking before the cameras and the re-
corded videos are processed by the system. Some results 
of typical occlusions are tested in these experiments, and 
the results are shown in Tab.1.   

Tab.1 Recognition rates with different occlusions 

Glasses Beard Scarves 

  97.13%   98.39%   99.32% 

 
It is clearly shown that the tested typical occlusions 

can be effectively tackled and it achieves a good recog-
nition rate, close to clear face images in many cases. 
Other tests performed include illumination affected im-
ages, and different face postures, where the system also 
shows substantial effectiveness. The results are not in-
cluded here as it is hard to define such conditions. This 
part will be presented in a separate publication.  

With a robust face recognition algorithm, it is now 
possible to search through these files effectively. The 
computers can save humans from manually browsing the 
huge amount of videos, while the algorithm ensures an 
effective search among the imperfect videos. Fig.5 shows 
the interface window of a face-recognition based people 
searching function in the proposed system. It can be seen 
that the people in the image are either of poor shooting 
angle, or have the faces partially occluded, yet the sys-
tem could still find the targeted individuals from the 
video.  

 

 

Fig.5 The face recognition searching module
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The algorithm to recognize the occluded faces ad-
vances the technology to a much larger range of applica-
tions. The proposed system provides a perfect alternative 
approach to manual browsing. In a typical case, the sys-
tem can finish searching 20 h worth of videos within 1 h. 
Fig.6 is a screenshot when searching for a target person 
in the system.   

 

 

Fig.6 The result of suspect searching 
 

Biometric technologies, especially face recognition, 
are very suitable for helping to make the normal CCTV 
monitoring system intelligent, so that the management 
and searching of the recorded videos could be performed 
by machines, thus greatly improving the efficiency and 
accuracy. We propose a system that takes these advan-
tages of biometric technologies and provides a structured 
searching criterion setting function, and a fast, efficient, 
and accurate system is built. The robustness to poor face 
image conditions enables the system to cover most of the 
cases, where good and poor video qualities can both be 
processed. It has been installed and used in public secu-
rity departments of various places. Applications in prac-
tical scenarios show that the system has outstanding per-
formance, and traces down key information to help solv-
ing real cases. 
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